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Abstract: In the Linear regression models ,under the assumptions of Spherical errors ( Homogeneous assumptions ) ,the OLS 
estimators of parameters have a number of optimum properties that they are BLUE’s .It involves the double assumption that the 
error variance in constant at each observation point and that the error variances at all possible pairs of observation points are 
zero .It describes various inferential problems to the classical linear regression model .It specifies the linear model with the 
assumptions besides the OLS estimation of parameters of linear model. It also contains the procedure of testing the general 
linear hypothesis. Restricted least squares estimators are used for linear regression model. 
Keywords: Linear Model, Homoscedasticity, Multicollinearity, Ordinary least Squares, Gauss –mark off Theorem, BLUE. 

I. INTRODUCTION 
It is clear from the three variable Linear Model that it would be excessively tedious and complicated to build up to the general case 
of K variable multiple regression model in a step wise responses. 
Fortunately, the use of matrix algebra we have a compact and powerful way of treating problem and easily shown that detailed 
results of the two variable linear models or special cases of a few simple matrix formulae. Suppose present theory suggests has a 
dependent variable y is a linear with constant term or disturbances term. 

Write the functional for is 

 kk XXXY  22110  

Where   denotes a statistic variable or disturbances term with some specified probability and 0 indicates the intercept made by 

the regression plane and the vertical y-axis and k ,, 10 are regression coefficients .The purpose of the term  is that there 

may be a basic and unpredictable element of randomness in human responses . 

A. Assumptons Of General linear Model  
The first and basic assumptions of the model is that the vector of sample observations on a dependent variable Y may be expressed 
as  linear combination of the sample observations on independent variable X and a disturbance term ,   

11.,. nxkxnxkXYei  
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Here all the data in terms of deviations of their model , their sample means in the case of general linear model ,the main problem is 
to obtain and estimates of the unknown parameter vector   . To get estimates for   , some further crucial assumptions as follows  
: 

   
  kiE

XyEeiE
,,2,10

.,.0


 
 

i.e., the s
i
, are variables with 0 means .This is called the assumption of unbiasedness .  
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1) Each i has the same variance. 

2) All disturbances are pair wise independent and uncorrelated. 
3) The assumption 1 is called the assumption of Homoscedasticity disturbance or homogeneous on is disturbance variances. The 

second assumption is called the assumption of uncorrelated disturbances. 
4)   kkX , < n This assumption may be record as assumption of linear dependence of the explanatory variables. 
5) X is a non-stochastic matrix i.e.; X is matrix of fixed known coefficients. 
6) There is no error involved in the variables X and Y. 
7) The disturbance vector   has a multivariate normal distribution . 
The assumptions 2,3and 7 may be combined in the single statement such that    follows normal distribution with mean ‘0’ and 
variance 2  . 
The general linear model with above assumptions is called a STANDARD GENERAL LINEAR MODEL. 

B. Ordinary Least Squares Estimation 
The most frequently used estimating technique for the general linear model is called Ordinary Least Squares estimation. 
Consider general linear model as   

 XY (2.1) 

Where ̂  is a column vector of the estimates of  , then define a vector of disturbances as 

̂XYe   

Therefore   YYe ˆ  

  XYE   

We have      ˆˆ 11 XYXYee  ( 2.2 ) 

By the least squares principle for choosing ̂  the residual sum of squares is to be minimized . 

Thus , 
  0ˆ220ˆ
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YXXX 11   (2.3) 

From the assumption (4) ,    ˆE  

Thus , ̂  is a linear unbiased estimator of   .  
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According to Gauss – Mark off  the orem , ̂  has a smaller variance than any other linear unbiased estimator of   .   akX   

we have     YXXX 111ˆ 
                  ( 2.4 ) 

The equations (2.3) are called the ordinary least squares normal equations. 

The estimate    YXXX 111ˆ 
 is the OLS estimator for   .  

The mean and variance of ̂  are :     ˆE                                                        ( 2.5) 
Thus, the OLS estimators are unbiased. Now consider  

  
 111ˆ XXX  

And      111ˆ 
 XXV                                                                                          ( 2.6 ) 

Here 2  is unknown parameter . The variance of ̂  may be obtained  by taking the thi  term from the principle diagonal of 

 11XX  an multiplied by 2  . 

The half diagonal elements of   11 XX multiplied by 2  gives sampling variances . 

C. Ordinary Least Squares Estimators Are Blue’s  
The most important result in least squares theory is that no other linear unbiased estimators can have smaller sampling variance than 
those of the OLS estimators. 

   YXXX 111ˆ 
   Which is a linear function of Y  . 

D. Testing General Linear hypothesis 
Linear hypothesis is a statement about the parameters of a linear model which is in the form of linear function of parameters. 
General linear hypothesis consists of a set of linear hypothesis about the parameters of a linear model. 
Consider a classical linear regression model as  

111 nxkxnxknx XY    

A general linear hypothesis consists of a set of  kq  linear restrictions about the elements of   can be expressed in the matrix 
notation as (2.7) 
Where R: (qxk) m 

110 : qxkxqxk rRH  atrix of known constants with full row rank; 

To test 0H  , first of all , the unknown   in ( 2.7) may be replaced by the OLS estimator ̂ and obtaining ̂R  . 

The sampling distribution of ̂R is derived as follows : 
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                                                                   (2.8) 

Since , ̂  follows multivariate normal distribution , 

  
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(2.9) 

If the hypothesis ( 2.7 ) is true , one can replace R  in ( 2.9) by r  ,obtaining  
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Here   111 RXXR 
 is positive definite matrix ,  

Since n independently with ̂  and hence independently with ̂R  . 

Thus ,to test the general linear hypothesis , rRH :0  , the F-statistic is given by 

 

 
E. Restricted Least Squares Estimator For   

Consider the general linear hypothesis  rRH :0  

If 0H is not rejected ,then one may re-estimate the model , in cooperating the linear restrictions in the estimations process .This 

estimation process involves the efficiency of estimators .The restricted  least squares ( RLS) estimator *  satisfying the set of 

 kq   restrictions  in rR   can be obtained by minimizing the residual sum of squares  with respect to * subject to the 

constraints rR *  

It is given by         RrRXXRRXX 
 1

111111* ˆ (2.10 ) 

The mean vector and covariance matrix of *  is given by 
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Some alternative expressions  for F-statistic for testing the general linear hypothesis  rRH :0  using RLS  estimator  is given 

by 
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Where  *1* ee  =  Restricted least squares residual sum of squares 

ee1 = Unrestricted least squares residual sum of squares 
2
RLSR  and  2

OLSR   are respectively the 2R - values obtained from the OLS and RLS regressions . 

It should be noted that    22
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II. CONCLUSION 
In the present paper, linear regression model under the assumption of spherical errors, the parameters of ordinary least squares 
estimates are BLUE. various inferential problems to the classical linear regression model are discussed. Under the procedure of 
testing the general linear hypothesis, Restricted least squares estimators are used. 
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