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Abstract:  Arrangement of any study variable by its time of occurrences is called time series and hence time is one of the key 
variables in time series analysis. The analysis of experimental data that have been observed at different points in time leads to 
new and unique problems in statistical modeling and inference. The obvious correlation introduced by the sampling of adjacent 
points in time can severely restrict the applicability of the many conventional statistical methods traditionally dependent on the 
assumption that these adjacent observations are independent and identically distributed. The systematic approach by which one 
goes about answering the mathematical and statistical questions posed by these time correlations is commonly referred to as time 
series analysis. Time-series analysis is used when observations are made repeatedly over 50 or more time periods. Sometimes the 
observations are from a single case, but more often they are aggregate scores from many cases. For example, the weekly output 
of a manufacturing plant, the monthly number of traffic tickets issued in a municipality, or the yearly GNP for a developing 
country, all of these tracked over considerable time. One goal of the analysis is to identify patterns in the sequence of numbers 
over time, which are correlated with themselves, but offset in time. Another goal in many research applications is to test the 
impact of one or more interventions (IVs). Time-series analysis is also used to forecast future patterns of events or to compare 
series of different kinds of events. Time series analysis provides tools for selecting the best suited model that can be used to 
forecast of future events. Modeling the time series is a statistical problem that involves some statistical tools like estimation 
technique and testing of hypothesis.  Forecasts are used in computational procedures to estimate the parameters of a model 
being used to allocate limited resources or to describe random processes such as those mentioned above. Time series models 
assume that observations vary according to some probability distribution about an underlying function of time. 

I. INTRODUCTION 
Time series forecasting is very importance even in the financial as well as other domains which needs some kind of prediction over 
time. One of the reasons for its importance is preventing undesirable events by forecasting the event, identifying the circumstances 
preceding the event, and taking corrective action so the event can be avoided. It means that we can avoid a low sales even if it is 
predicted correctly by implementing several sales development programs. Forecasting also helps to reduce the impact of some 
unavoidable events by predicting them well in advance.  
We can save the lives of thousands in case if predictions of weather forecasts done properly. Many public and private organizations 
are concentrating more on improving their predictive power so that they can reduce the bad effects of un avoidable events. Finally, 
many people, primarily in the financial markets, would like to profit from time series forecasting.  Whether this is viable (or) not is 
most likely a never-to-be-resolved question, nevertheless many products are available for financial forecasting. Because of this 
importance, a new branch of time series called financial time series has been comein to the picture and several models like ARCH 
and GARCH are developed as a result of this. 

II. ESTIMATION OF PARAMETERS OF THE MODEL 
Once a Model has been selected, the parameters of the model need to be estimated. Several parameter estimation methods are 
available. This section will present an overview of these methods, starting with the relatively simple method of probability plotting 
and continuing with the more sophisticated least squares and maximum likelihood methods. 
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A. Probability Plotting 
The least mathematically intensive method for parameter estimation is the method of probability plotting. As the term implies, 
probability plotting involves a physical plot of the data on specially constructed probability plotting paper. This method is easily 
implemented by hand, given that one can obtain the appropriate probability plotting paper. The method of probability plotting takes 
the cdf of the distribution and attempts to liberalize it by employing a specially constructed paper. Let us consider the linear function 
involving two parameters say, a and b. Now the estimates of these parameters are obtained from probability plot with slope and 
intercept parameters. Besides the most obvious drawback to probability plotting, which is the amount of effort required, manual 
probability plotting is not always consistent in the results. Two people plotting a straight line through a set of points will not always 
draw this line the same way, and thus will come up with slightly different results. This method was used primarily before the 
widespread use of computers that could easily perform the calculations for more complicated parameter estimation methods, such as 
the least squares and maximum likelihood methods. 

B. Least squares parameter estimation 
The method of linear least squares is Most frequently used  for all regression analysis. The method of least squares requires that a 
straight line be fitted to a set of data points, such that the sum of the squares of the distance of the points to the fitted line is 
minimized. This minimization can be performed in either the vertical or horizontal direction. If the regression is on X, then the line 
is fitted so that the horizontal deviations from the points to the line are minimized. If the regression is on Y, then this means that the 
distance of the vertical deviations from the points to the line is minimized. This is illustrated in the following figure. 

 
Least squares perameter estimation line 

Now the following steps are performed to get the least square estimates. 
Formulate the error term involved in the estimation as et=Y–Ŷ 
Now sum squares of error is given by  Q = ∑ et

2 
Now the sum of squares is differentiated with respect to parameters and equated to zero.  
These equations are called normal equations and they are solved for getting the least square estimates of the parameters 
1) MLE parameter estimation: From a statistical point of view, the method of maximum likelihood estimation is, with some 

exceptions, considered to be the most robust of the parameter estimation techniques discussed here. The basic idea behind MLE 
is to obtain the most likely values of the parameters, for a given distribution, that will best describe the data. 

Ifx is a continuous random variable withPDF: 
f(x; 1, 2, …. k) 

where θ1, θ2,...,θk are k unknown parameters which need to be estimated, with R independent observations, x1, x2,...xR, which 
correspond in the case of life data analysis to failure times. The likelihood function is given by: 
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The logarithmic likelihood function is given by:  
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The maximum likelihood estimators (or parameter values) of θ1, θ2,..., θk are obtained by maximizing L or Λ. 
By maximizing Λ, which is much easier to work with Λ than L, the maximum likelihood estimators (MLE) of θ1, θ2,..., θk are the 
simultaneous solutions of k equations such that: 

0



j
, j=1,2,…..k 

The MLE method has many large sample properties that make it attractive for use. It is asymptotically consistent, which means that 
as the sample size gets larger, the estimates converge to the right values. It is asymptotically efficient, which means that for large 
samples, it produces the most precise estimates. It is asymptotically unbiased, which means that for large samples one expects to get 
the right value on average. The distribution of the estimates themselves is normal, if the sample is large enough, and this is the basis 
for the usual Fisher Matrix Confidence Bounds. These are all excellent large sample properties. 
the size of the sample necessary to achieve these properties can be quite large: thirty to fifty to more than a hundred exact failure 
times, depending on the application. With fewer points, the methods can be badly biased. It is known, This bias can cause major 
discrepancies in analysis. There are also pathological situations when the asymptotic properties of the MLE do not apply.  

III. MODEL SELECTION FOR TIME SERIES FORECASTING 
The selection of a best forecasting method is an important task and it is generally based on the several practical scenarios that a 
researcher can face in the field. Currently there are large numbers of forecasting models are available and user has to decide 
between these models very carefully after proper judgment for his model selection criteria. 

A. Factors that effecting the model selection 
The following are the important factors that will influence the model selection process. All the following factors may not arise at 
single data but they are appear at different scenarios of forecasting. 

B. Prior knowledge about the data variable 
Prior knowledge about the research data is very important factor in deciding model selection. It is purely based on the forecaster 
experience in the field and knowledge about the variables in the data. If the forecasting problem is related to identify the potential 
customers for a sales promotion, then usually there are infinite variables in the system and only forecasters can test the efficiency of 
only few parameters for model building based on his experience and prior knowledge. 

C.  Data availably and missing values 
Availability of the data is one of the significant factor in deciding about the forecasting model. If we have at least 50 observation in 
the history, then probably any model can be tried out. If less number of historical data points are there, then one should be very 
careful about the model selection. For very less number of historical data, he may prefer to consider some models like Unobserved 
Components Model (UCM) etc. 

D. Availability of tools and technology 
In many situations, user may not able to have enough technology to run the decided model. In this case, we need to take the 
technology factor in to account while selection the model.  
Some of models like UCM requires large memory to run their iterative procedures and not all software will support this. Depending 
on the available technology and tools, we can decide the best model in the time series forecasting. 

E. Knowledge concerning the quantity being forecast:  
This is also one of the influencing factor about the model selection in time series. If the quanitiy being forecasted is large, then a 
standard model like ARIMA will be useful since it gives better estimates for long range forecasting. For the short range forecasting 
we can go for simple graphical or moving average methods as they are accurate and easy to apply for such small forecasts. 
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F.  Best model selection on different scenarios 
Practically, it is not possible to put hard rules for model selection but we can highlights some of the models for particular scenarios 
depending on the various factors like expertise in modeling and data knowledge. With forecasting procedures, we are usually trying 
to recognize a change in the process of a time series while remaining insensitive to variations caused by purely random effects. The 
goal of planning is to respond to fundamental changes, not to spurious effects. 
a) With a method based purely on historical data, we can not eliminate the noise factor from the data.. The problem is to set 

parameters that find an acceptable trade-off between the fundamental process and the noise. If the process is changing very 
slowly, both the moving average and the regression approach should be used with a long stream of data. For the 
exponential smoothing method, the value of α should be small to de-emphasize the most recent observations. Stochastic 
variations will be almost entirely filtered out. 

b) If the process is changing rapidly with a linear trend, the moving average and the exponential smoothing methods are at a 
disadvantage because they are not designed to recognize trends. Because of the rapid changes, the time range of the moving 
average method must be set small and the α  parameter of the exponential smoothing method must be set to a larger value 
so that the forecasts will respond to the change. Nevertheless, these two methods will always fall behind a linear trend. The 
forecasts will never converge to a trend line even if there is no random variation. Of course, with the adjustment of 
parameters to allow a response to a process change, the forecasts become more sensitive to random effects. 

c) If there is perfectly linear trend in the data, then the exponential smoothing method with a trend adjustment and the 
regression method are both useful and appropriate since they will eventually converge to a trend line. Thus in the absence 
of a change in trend, the time range of the regression data can be large, and the α  and β values of the exponential 
smoothing method can be small, thus reducing the random effects. 

d) If the process is changing rapidly with rapid changes in the linear trend, each of the methods described in the above will 
have trouble, because it is difficult to separate 

Changes in the process from random changes. The time ranges must be set small for the moving average and regression methods, 
resulting in sensitivity to random effects. Similarly, the α and β parameters for exponential smoothing must be set to larger values 
with a corresponding increase in sensitivity to randomness. Both the moving average and regression methods have the disadvantage 
that they are most accurate with respect to forecasts in the middle of the time range.  

IV. CONCLUSIONS 
Even though lot of research has been made in the area of time series forecasting, there are is lot of scope to further improvements as 
it is evident from the following limitations. The time series forecasts are not capable of capturing random or irregular fluctuations in 
the data. In other words, if there is some unknown random factor causes the changes in the data, then this model is not capable of 
including those factors in the model. Most of the time series predictions are based on historical values of the same variable and if it 
is influenced by external factors, then the model is not able to describe those factors. Time series modeling is dependent of 
stationarity and seasonality factors unless which we can not define time series models. Seasonal factors are not always capable in 
any time series data. In this paper we discuss about various  seasonal effects are hidden in the data which are not able to identify 
through general graphical plots. 
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