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Abstract — Cloud computing has been envisioned as the de-facto solution to the rising storage costs of IT Enterprises. With 
the high costs of data storage devices as well as the rapid rate at which data is being generated it proves costly for enterprises 
or individual users to frequently update their hardware. Apart from reduction in storage costs data outsourcing to the cloud 
also helps in reducing the maintenance. Cloud storage moves the user’s data to large data centers, which are remotely 
located, on which user does not have any control. However, this unique feature of the cloud poses many new security 
challenges which need to be clearly understood and resolved. One of the important concerns that need to be addressed is to 
assure the customer of the integrity i.e. correctness of his data in the cloud. As the data is physically not accessible to the 
user the cloud should provide a way for the user to check if the integrity of his data is maintained or is compromised. In this 
paper we provide a scheme which gives a proof of data integrity in the cloud which the customer can employ to check the 
correctness of his data in the cloud. This proof can be agreed upon by both the cloud and the customer and can be 
incorporated in the Service level agreement (SLA). This scheme ensures that the storage at the client side is minimal which 
will be beneficial for thin clients. 
 Keywords – Cloud Computing, Data Integrity, TPA, POR, Cloud clients. 

I. INTRODUCTION 

Data outsourcing to cloud storage servers is raising trend among many firms and users owing to its economic advantages. This 
essentially means that the owner (client) of the data moves its data to a third party cloud storage server which is supposed to - 
presumably for a fee - faithfully store the data with it and provide it back to the owner whenever required. 
Storing of user data in the cloud despite its advantages has many interesting security concerns which need to be extensively 
investigated for making it a reliable solution to the problem of avoiding local storage of data. In this paper we deal with the 
problem of implementing a protocol for obtaining a proof of data possession in the cloud sometimes referred to as Proof of 
retrievability (POR).This problem tries to obtain and verify a proof that the data that is stored by a user at a remote data storage 
in the cloud (called cloud storage archives or simply archives) is not modified by the archive and thereby the integrity of the 
data is assured. Such verification systems prevent the cloud storage archives from misrepresenting or modifying the data stored 
at it without the consent of the data owner by using frequent checks on the storage archives. Such checks must allow the data 
owner to efficiently, frequently, quickly and securely verify that the cloud archive is not cheating the owner. Cheating, in this 
context, means that the storage archive might delete some of the data or may modify some of the data. 
Reducing costs, accelerating processes and simplifying management are all vital to the success of an effective IT infrastructure. 
Companies are increasingly turning to provide more flexible IT environments to help them realise these goals. One such 
solution is Cloud Computing. Cloud Computing enables tasks to be assigned to a combination of software and services over a 
network. For example storage of large data in cloud reduces costs and maintenance. But the customer is unaware of the storage 
location. Here risk involved is modification of data or tampering of data. Since the customer does not have control over data the 
cloud provider should assure the customer that data is not modified. In this paper we propose a data correctness scheme in 
which a Third Party can audit the data stored in the cloud and assure the customer that the data is safe. This scheme ensures that 
the storage at the client side is minimal which will be beneficial for thin clients.  
A POR is a protocol in which a server/archive proves to a client that a target file F is intact, in the sense that the client can 
retrieve all of F from the server with high probability. In a POR protocol, a file is encoded by a client before being transmitted 
to a storage provider for archiving. A POR enables bandwidth-efficient challenge-response protocols to guarantee 
probabilistically that a file is available at a remote storage provider. 

II. EXISTING SYSTEM 

As data generation is far outpacing data storage it proves costly for small firms to frequently update their hardware whenever 
additional data is created. Also maintaining the storages can be a difficult task. It transmitting the file across the network to the 
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client can consume heavy bandwidths. The problem is further complicated by the fact that the owner of the data may be a small 
device, like a PDA (personal digital assist) or a mobile phone, which have limited CPU power, battery power and 
communication bandwidth.  

 
Fig. 1: Existing System 

 
A. Disadvantages  

1) The main drawback of this scheme is the high       resource costs it requires for the implementation.  
2) Also computing hash value for even a moderately large data files can be computationally burdensome for some clients 

(PDAs, mobile phones, etc).  
3) Data encryption is large so the disadvantage is small users with limited computational power (PDAs, mobile phones 

etc.).  
III. PROPOSED SYSTEM 

One of the important concerns that need to be addressed is to assure the customer of the integrity i.e. correctness of his data in 
the cloud. As the data is physically not accessible to the user the cloud should provide a way for the user to check if the integrity 
of his data is maintained or is compromised. In this paper we provide a scheme which gives a proof of data integrity in the cloud 
which the customer can employ to check the correctness of his data in the cloud. This proof can be agreed upon by both the 
cloud and the customer and can be incorporated in the Service level agreement (SLA). It is important to note that our proof of 
data integrity protocol just checks the integrity of data i.e. if the data has been illegally modified or deleted.  
We propose a data correctness scheme which involves the encryption of the few bits of data per data block thus reducing the 
computational overhead on the clients. This is based on the fact that high probability of security can be achieved by encrypting 
fewer bits instead of encrypting the whole data. The client storage overhead is also minimized as it does not store any data with 
it and it reduces bandwidth requirements. In our data integrity protocol the TPA needs to store only a single cryptographic key 
irrespective of the size of the data file F and two functions which generate a random sequence. The TPA does not store any data 
with it. The TPA before storing the file at the archive, preprocesses the file and appends some Meta data to the file and stores at 
the archive. At the time of verification the TPA uses this meta data to verify the integrity of the data. It is important to note that 
our proof of data integrity protocol just checks the integrity of data. But the data can be stored, that is duplicated at redundant 
data centers to prevent the data loss from natural calamities. If the data has to be modified which involves updation, insertion 
and deletion of data at the client side, it requires an additional encryption of fewer data bits. So this scheme supports dynamic 
behavior of data. 

 
Fig. 2: Proposed System 
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A. Advantages 
1) Apart from reduction in storage costs data outsourcing to the cloud also helps in reducing the maintenance.  
2) Avoiding local storage of data.  
3) By reducing the costs of storage, maintenance and personnel.  
4) It reduces the chance of losing data by hardware failures.  
5) Not cheating the owner.  
 
B. Correctness Proof by Selecting Random Bits in Data Blocks  
The TPA first selects fewer bits of the entire file and preprocesses the data. This fewer bits constitute metadata. This Meta data 
is encrypted and appended to the file and sent to the cloud. Then whenever the client needs to verify the data correctness and 
availability it challenges the cloud through TPA and the data it got is correct, then integrity is ensured. This scheme can be 
extended for data updation, deletion and insertion at the client side. This involves modification of fewer bits at the client side. 
There are two phases. One is Setup phase and the other is verification phase. Setup phase include generation of metadata and its 
encryption. Verification phase includes issuing a challenge to the Cloud server and getting a response and checking its validity. 

 
1) Setup phase: Let the verifier V wishes to the store the file F with the archive. Let this file F consist of n file blocks. We 

initially preprocess the file and create metadata to be appended to the file. Let each of the n data blocks have m bits in 
them. A typical data file F which the client wishes to store in the cloud is shown in fig 1. The initial setup phase can be 
described in the following steps.  

a) The data file is named as F.  
b) Number of blocks n in each file is n.  
c) Each block comprises of m bits.  
d) k number of bits out of m bits of n blocks are selected for the construction of Meta data.  
 

 
Fig.3: Data Blocks 

 

 
Fig. 4: k bits of each block < m bits of each block 

 
2) Generation of meta-data: Let g be a function defined as follows:   

G (i, j) → {1...m}, i ∈ {1...n}, j∈ {1...k} ----------- (1)  
Where k is the number of bits per data block which we wish to read as meta data. The function g generates for each data block 
a set of k bit positions within the m bits that are in the data block. Hence g(i, j) gives the jth bit in the ith data block. The value 
of k is the choice of the TPA and is a secret known him only. For each data block we get a set of k bits and in total for all the n 
blocks we get n * k bits. Let mi represent the k bits of meta data for the ith block. 

 

 
Fig.5: A data block of the file F with random bits selected in it 

3)  Encrypting the Meta data: Each of the meta data from the data blocks mi is encrypted by using a suitable algorithm to 
give a new modified meta data Mi . Let h be a function which generates a k bit integer αi for each i. This function is a 
secret and is known only to the TPA.  

h: i→αi, αi∈ {0..2n}-------------(2)  
For the meta data (mi) of each data block the number αi is added to get a new k bit number  

Mi=mi+αi------------------------- (3)  
In this way we get a set of n new meta data bit blocks. The encryption method can be improved to provide still stronger 
protection for data. 
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Fig.6: Generation of Metadata 
4) Appending of Meta data: the Meta data bit blocks are generated using the above procedure .Now they are concatenated 

together. This concatenated Meta data should be appended to the file F before storing it at the cloud server. The file F 
when it is appended with meta data becomes F’ This file is archived with the cloud.  

 
Fig.7: The encrypted file F which will be stored in the cloud 

5) Verification phase: Let the TPA wants to verify the integrity of the file F. It throws a challenge to the archive and asks it to 
respond. The challenge and the response are compared and if the result is TRUE the TPA accepts the integrity proof. Else if 
the result of comparison is FALSE it rejects the integrity proof. Suppose the verifier wishes to check the integrity of ith 
block the TPA challenges the cloud storage server by specifying the block number i and a bit number j generated by using 
the function g which only the TPA knows. The TPA also specifies the position at which the meta data corresponding to the 
block i is appended. This meta data will be a k-bit number. Hence the cloud storage server is required to send the bits for 
verification by the client. The meta data sent by the cloud is decrypted by using the number αi .The corresponding bit in 
this decrypted meta data is compared with the bit that is sent by the cloud. Any mismatch between the two would mean a 
loss of the integrity of the client’s data at the cloud storage. 
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V. CONCLUSION 

In this paper we have worked to facilitate the client in getting a proof of integrity of the data which he wishes to store in the 
cloud storage servers with bare minimum costs and efforts. Our scheme was developed to reduce the computational and storage 
overhead of the client as well as to minimize the computational overhead of the cloud storage server. We also minimized the 
size of the proof of data integrity so as to reduce the network bandwidth consumption. At the client we only store two functions, 
the bit generator function g, and the function h which is used for encrypting the data. Hence the storage at the client is very 
much minimal compared to all other schemes that were developed. Hence this scheme proves advantageous to thin clients like 
PDAs and mobile phones. The operation of encryption of data generally consumes a large computational power. In our scheme 
the encrypting process is very much limited to only a fraction of the whole data thereby saving on the computational time of the 
client. Many of the schemes proposed earlier require the archive to perform tasks that need a lot of computational power to 
generate the proof of data integrity. But in our scheme the archive just need to fetch and send few bits of data to the client. The 
network bandwidth is also minimized as the size of the proof is comparatively very less(k+1 bits for one proof). It should be 
noted that our scheme applies only to static storage of data. It cannot handle to case when the data need to be dynamically 
changed. Hence developing on this will be a future challenge. Also the number of queries that can be asked by the client is fixed 
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a priori. But this number is quite large and can be sufficient if the period of data storage is short. It will be a challenge to 
increase the number of queries using this scheme. 
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