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Abstract: Image Segmentation has played an important role in Computer vision it is used for object tracking and to identify 
image boundaries. It goals at fetching meaningful objects lying in the digital image of user captured or preprocessed image. 
Generally there is no unique method or approach for image segmentation. The different algorithms used in Image 
segmentation are Clustering-based, Region based and Edge based. Image segmentation is the fragmentation technique for an 
image into multiple fragments i.e. set of pixels, pixels in a specific region are similar according to some attribute. These 
attributes are such as color, intensity or texture. The proposed paper gives the overall view about the methods in image 
segmentation specifically thresholding , k-means clustering , grab-cut method , graph-cut method and Feature based 
segmentation. Every method is discussed along with its advantage and disadvantages which helps us in deciding which the best 
and efficient method of image segmentation is. The main aim of the paper is to come out with the more efficient method in 
image segmentation. 
Index Terms: Thresholding, Clustering, Grab-cut and Graph-cut.  

I. INTRODUCTION OF IMAGE SEGMENATION 
Image segmentation is a kind of digital image process where in the given input is divided or fragmented into multiple 
segments/fragments based on user interest. The goal of image segmentation is to convert the pixels of a digital image into 
meaningful sub-image from which something useful information can be extracted as well as for analyzing the digital image to 
overcome some real world issues. The objects as well as boundaries (lines, curves, etc.) of a digital images were identified using 
this image segmentation approach. The image segmentation or fragmentation is the process of marking a label to all pixel within 
an image such that each pixel within it share same label having some shared/same characteristics. A set of segments that together 
wrap the complete image is the output of image segmentation. Each and every pixels of this process in a region will be parallel with 
respect to computed property value or certain characteristic based on the requirements, such as  intensity,  color or texture. 
Adjacent area are considerably different with respect to the same characteristics. Image segmentation technique, which is very 
often necessary step in image analysis of digital image, visualization of an digital image, object representation of an digital image,  
and many other image processing jobs of an digital image. A numerous alternate segmentation methodologies have been proposed 
in previous days, and some of the different approaches were discussed based on categorical aspect in detail. 
The following different category of segmentations are used: 
1) Threshold Based Segmentation: In this category Histogram based thresholding and image slicing techniques were used for 

fetch the interested objects (segmentation). It could be directly implemented on a digital image, but it can also be merged with 
before and after image processing methods for solving real world issues. 

2) EDGE Based Segmentation: This category of segmentation approach mainly meant for identifying the objects within the 
digital image based in digital image boundaries which actually represents a boundary of an object with in the image. 

3) Region Based Segmentation:  In this category of image segmentation approach, the above technique could be used to find the 
boundary of an object in order to detect the object itself and immediately filling them with proper colour in order to say it as 
a one region. In this way number of regions might be obtained by filling with different colors for different regions. This whole 
process will be done by growing the boundary of an image outward till it reaches the complete object edge. 

4) Clustering Techniques: In this category of digital image segmentation, the clustering concept will be used in order to analyze 
the data in exploratory data analysis way for measurement patterns with high-dimensional similarity data. Which intern 
gathers the data with some similarity property and groups them together as group of matching patterns which are similar in 
some way of digital image sense.  

5) Matching: in this categorical segmentation approach, the object which you want to extract will be known well in advance and 
the same object will be used for matching it in the input image if the matching object is found it will be treated as segmented 
result. 
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II. METHODS OF IMAGE SEGMENTATION 
A. Thresholding 
The basic method of image segmentation is  the thresholding method. The  thresholding approach meant for replace each and 
every pixel with a black pixel if the pixel intensity Ii,j is below some predefined fixed constant T (that is, Ii,j < T), or a white pixel 
if the pixel intensity is above that predefined constant. In the example Figure 1 & 2 shown below, this kind of results in the dark 
tree will becoming completely black, and in the same way white snow becoming completely white.  This technique turns a 
gray-scale image into a binary image based completely on a clip level or a threshold value. Selecting the threshold value is the key 
point of this method. Numerous widespread methods are used in industry which includes the first one as balanced histogram i.e. 
thresholding, second on as maximum entropy method, third one as hybrid thresholding and finally fourth one as Otsu's method 
(maximum variance). The very recently innovative methods which has been developed in order for thresholding the computed 
tomography (CT) images in medical science.  
 

 
Figure 1. Original image 

 
Figure 2. Threshold effect used on an image. 

1) Algorithm 
a) Select initial eight bit as a value of threshold for the original image. 
b) Then, split completely the original image as mainly two parts; 

i) Based on pixel value, say it as background image. If, it is smaller than or equal to the given threshold vale. 
ii) Based on pixel value, say it as foreground image. If, it is larger than to the given threshold vale. 

c) Soon after this we are supposed to compute average mean values of these two newly generated images. 
d) Then, compute the average of   the two means and say it as new threshold value. 
e) Finally, we are supposed to analyze the difference between the old threshold and new threshold value. If, there is no much 

difference between the both values then segmentation process completed. Else we are supposed to apply the thresholding 
process once again with new threshold value. So, it’s completely by trail approach only. 
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2) Advantages of  Thresholding  
a) Prior information of the image is not required. 
b)  Inexpensive in computation. 
c) Implementation is simple and fast. 
d) Used in real time applicatins. 

 
3) Disadvantages of Thresholding 
a) For a digital image with broad and flat kind of valleys or without any peak in the mountain it won’t work well. 
b) The segmented regions are not always contiguous and neglects spatial information of an image 
c) Highly noise sensitive. 
d) Selection of threshold value or clip-level value is crucial.  Over or under segmentation is the result of wrong choice.  

B. Clustering  Based Method 
Clustering of an image is used for image segmentation.. This clustering based approach concept aim is to dividing the images 
based on some the partitioning decisions which should be developed with some initial set of clusters which is  rigorously updated 
after each iteration or step usually through the looping system . currently this clustering approach widely for segmenting the using 
as one of the image segmentation technique. Clustering approach is truly one of the freely/openly learning approach in which 
important sets are fragmented (separated) into homogeneous  groups. There are many different types of clustering methods are 
there: first based on Hierarchical(inverted tree) clustering, Second based on Fuzzy C-means clustering and the final one based on  
K-means clustering. The K means method which is listed as the last type of different clustering approach is one of the commonly 
used clustering technique in order to segment the image in various applications. 

C. K-means Clustering 
This K-means clustering is a major type of clustering type which is widely used as one it is also called as Partition-based clustering 
analysis technique. This K-means clustering technique is a popularly throughout the global which has been implemented for 
solving the low-level image segmentation tasks for better result. In this technique the main ignition part is selection of initial 
cluster centers which is very important in order to avoid the clustering algorithm it works in produce wrong decisions. The elegant 
common approach for initialization procedure is to select the initial cluster centers randomly from the given input data. This 
procedure is detailed in below figure i.e.  Figure 3 and Figure 4 which is the original image for this a k-means technique is 
implemented .The Figure 5. Shows the result of this algorithm.  

 
Figure 3.  K-means algorithm 
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Figure. 4 Original image 

 
Figure 5. Image after running k-means with k = 16 

 
1) Advantages of Clustering based segmentation 
a) K-means is computationally faster for small values of  k. 
b) Noisy spots are eliminated. 
c) False blobs are reduced. 
d) More homogeneous areas are obtained. 
2) Disadvantages of Clustering based segmentation 
a) It is difficult to predict k with fixed number of clusters. 
b) Sensitive to initialization condition of cluster number and centre. 
c) Computationally expensive. 
d) Doesn't works well with non globular clusters. 
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D. Grab Cut Algorithm 

 
Figure6. Graph with s-t network 

This algorithm/technique determines which pixel supposed to belongs for the background image  or which pixel suppose to 
belongs to the foreground image, in order to reach the energy minimization. Mincut/Maxflow based algorithm says that, the pixels 
of image were developed as  (s – t)  map, which is as shown in the Figure 6, where s and t are respectively the vertex of foreground 
(interested object) and background. At the starting stage, s and t are related to each and every pixels (called edge). After the 
segmentation process is completed, pixels are may be foreground image which is connected through s, or it will be background 
image connected with t. 

 
Figure8. Grab Cut algorithm 

According to the discussion of above analysis, this Grab-Cut algorithm’s working approach is shown in Figure 8 and it works is as 
follows: 
1) Initially we are supposed to select a Region of interest by dragging a rectangle.  
2) Pull a rectangle around the object in Region of interest 
3) Arrange all pixels to three categories: the initial background pixels, the initial foreground pixels and abandoned pixels; 
4) Initialize each gaussian component of two GMMs according to the RGB values of the initial background pixels and the initial 

foreground pixels; 
5) Calculate probabilities of each pixel inside the rectangle two belongs to each gaussian component of the GMMs, then the pixel 

belongs to the gaussian component that has the largest probability; 
6) Study and optimize GMM parameters; 
7) Estimate the segmentation; 
8) Repeat the above three steps until convergence; 
9) Adopt border matting to smooth the boundary of the segmentation. 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.177 

Volume 7 Issue XII, Dec 2019- Available at www.ijraset.com 
    

165 ©IJRASET: All Rights are Reserved 
 

The user process steps are as shown in fig. 5. The user selects a ROI , and then pulls a rectangle outside the object in ROI. After 
the image segmentation, the user can improve result of segmentation  by user interaction. 

 
Figure 9 . Effect of Grab-Cut algorithm 

III. GRAPH-CUT SEGMENTATION 
Graph cut segmentation, it is used for  image segmentation, with the help of this partition of an image can be done  into different 
regions or sub regions. It is a vital component of computer vision, tracking, objects recognition and image analysis and so on. This 
method is efficient and effective in today’s technological day, which is recognized throughout the world since it could achieve 
global optimal output for the energy function. It works for both the images that is image with known information and image 
without pre-known information. The usage of this Graph cut could be extended for N-dimensional image also. Various methods 
have been proposed due to the advantages of graph cut. Methods are classified into three categories. They are first method based 
on speed up-based graph cut, second method based on interactive-based graph cut and third method based on shape prior-based 
graph cut. 

A.  Speed-up Based Graph Cut 
Implementation based on GPU with CUDA code increases the computation of graph cut algorithm. The speed up based approach 
is to accomplish the speed up by the same computing which is able to achieve good performance compared with linear or 
sequential computing. The maximum used kind of technique for bringing down the computational time for the graph-cut based 
algorithms is completely dependent on the reduction of the graph nodes. Each pixel in the content of an image would viewed as one 
specific node in the equivalent graph representation of a digital image. So, the image in graph representation will look very big and 
brings computation of graph-cut slowly with the increase of image resolution.  

B.  Interactive-Based Graph Cut 
This technique based graph cut changes from easily by selecting the Region of Interest or simple starting or seed points /pixel to 
iteratively seed point selection. This method utilizes the bounding box for the purpose to select the Region of interest. The mid area 
within the bounding box is chosen as object. Histogram of the chosen object is gathered from the pixels and the region which is 
outside of this bounding box and it will be viewed as background. Then immediately the background histogram could be obtained 
by this approach/technique. 
After this approach they have to choose all object starting points/seeds and background points/seeds at one time for the purpose of 
creating the graph with more sensible weight. This method is implemented step-by-step(iteratively). Seeds/starting point are 
added when the output of segmentation is not perfect and the segmented output could be checked/reviewed until the needed object 
is fetched. Iteratively(step-step procedure) interactive graph-cut which is also very robust to the object detection with poor 
boundary.  The weight/value for the graph, hence this interactive approach/technique segmentation could be given as following 
table when the graph (image) is denoted as G=<V, E > (V-vertex set, E- edge set) where V=P {S,T}. 

C. Shape Prior Based Graph Cut 
The shape prior-based graph cut algorithms contains the object shape information. To improve the segmentation result object 
shape information is incorporated into energy function. When the shape is described appropriately , particularly for the images 
with understood initial information, this kind of shape-prior graph cut segmentation could work well. Usually it first segment/cuts 
the object of an image within a chosen or picked area, which is intern will use an ellipse shape in order to fitting  the obtained object 
and cut/segment/fragment the area around the tailored ellipse boundary. 
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IV. FEATURE SEGMENTATION 
Feature-based segmentation algorithm is basically a clustering procedure, which can take into account different features like 
color, motion, disparities (in stereo images), object position or gradient. An example with two different features v1 and v2 is 
shown in Figure 10. 

Figure 10. Feature space with two different features, parti- tioned into three clusters. 

All small dots indicate the feature points of individual pixels. Three clusters are shown, which are positioned where feature points 
accumulate. Feature points that do not fall into the near region of the cluster (dotted circles) can be either regarded as unclassified, 
or they can be subjoined to the cluster with the nearest centroid. We have implemented the second technique, which has much 
relation to the approach of vector quantization. The Voronoi regions of the different clusters are indicated by dotted lines. We 
apply different weights to particular features, according to their reliability. In general, if we have K features at position (x,y) within 
an image I(x,y), these are combined to a pixel-feature vector 
v( x, y) � �v( x, y,1), v( x, y,2), , v( x, y, K)�.  
The pixel-feature vector at position (x,y) is compared to a set of cluster-feature vectors ms from a set M and classi- fied into the 
feature class 

K 
s( x, y) � arg min � wk ( x, y) � v( x, y, k ) � ms (k ) . 

ms �M k �1 

The factors wk allow to attach a special weight to each of the features. It is possible to alter these weights according to the reliability 
of a specific feature at a specific pixel position, e.g. to use a very low weight for the motion features around presumable object 
edges. All the weights at a pixel position (x,y) can be combined to a weight vec- tor w(x,y). 

It is necessary to adapt the set of cluster-feature vec- tors according to the feature statistics of the image se- quence. This 
cluster-generation procedure is borrowed from the technique of vector quantization. Herein, the optimum cluster-feature vector ms 
is the centroid of all pixel-feature vectors vs that were classified into class s. If we take into account the weights that were used at 
the specific pixel positions, we come to the solution 

 
If the set of cluster-feature vectors M is updated at each image, and used for the segmentation of the next image, a temporal 
continuity of the segmentation results in subse- quent frames, and an automatic adaptation for slow changes within the scene is 
guaranteed. Specifically, the labels associated to the different clusters will remain identical, such that it is very simple to find the 
corre- sponding segment in the next frame. After a scene change, it is necessary to start with a completely new set of feature 
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vectors, which can be trained from the first frame after the change. One important parameter is the required number S of 
cluster-feature vectors, which is highly scene-depend- ent. For a simple application of the algorithm, S has been fixed to a number 
of 8 with good results. It is also possible to derive S automatically, e.g. to make it larger until the mean deviation from all cluster 
centroids reaches some predefined minimum threshold. This can best be applied, if the cluster set M is designed in a tree- 
structured way [4], where a cluster is split when it donates the highest mean deviation. 

 

V. CONCLUSION 
This paper deals with different types of techniques used in the segmentation of the image processing. Graph Cut methods usually 
provides quite good result while compared to other segmentation techniques. Segmentation based on graph cuts works very well 
for most of the images. Graph cut-based segmentation methods are structured into 3 categories. They are namely as discussed in 
graph cut segmentation i.e first method based on speed up-based graph cut, second method based on interactive-based graph cut 
and third method based on shape prior-based graph cut. However, mandate individual execution of these three kind of method is 
not necessary of the graph-cut approach. These methods are combined to improve the image segmentation result. Many algorithms 
for image segmentations such as K-mean clustering algorithms, edge based algorithms grab-cut and graph cut algorithms are 
used. And finally concluding that graph cut method is widely used for image segmentation. 
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