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Abstract: The analysis of speech signal in warped linear predictive coding is presented here. The auto-correlation function 
method is employed for analysis-power spectral density prediction gain and prediction coefficient have been studied for different 
adaptive parameters. The proposed system is found suitable in speaker identification. It is also suitable in speaker verification 
and speech recognition.  

I. INTRODUCTION 
 Linear predictive coding was introduced 54 years ago [1] for speech signal processing and is the main tool uptil now. The main 
advantage of this coding is that it is confined to the all-pole characteristic of vowel spectra and spectral poles [2], Linear predictive 
coding is a well-established technique for speech compression at low bit rates and it has been applied in audio signal [3-6]. The 
warped linear predictive coding modifies the spectral representation. In this technique, unit delay elements in LPC are replaced by 
first order all pass filter. It is useful in the application of wide band speech and audio coding since it is connected clearly to the 
frequency resolution of human hearing. A Group of researchers [7-12] have employed WLPC techniques in the speech analysis and 
coding applications. All conventional techniques for parametric spectral estimation and linear filtering can be warped in a straight 
forward way. WLPC and LPC were compared in listening tests at various sampling rate and as a function of model order. This paper 
organized as Section 2, contains discussion of warped linear prediction filters. Correlations for WLPC are discussed in section 3. 
Section 4 contains lattice analysis for WLPC. Numerical results and discussion are given in section 5.  

II. WLPC FILTERS 
 Following the notation [13, 14] the transfer function of first order all pass filter is given by  
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Where  0 is a parameter and is related to sampling frequency fs for a certain value of , the frequency mapping shows the 
similarity with the frequency of human auditory system. The parameter  can be adjusted according to test signals for best results. 
So, it is called an adaptive parameter in a coder.  
 The output by first order all pass filter D(z) is given by  
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 Where kd [x(n)] = h(n) * h(n) ……… h(n) * x(n)  
 Where * sign indicates convolution and h(n) is the impulse of D(z). k is the order of prediction filter.  
 The predicted value of signal nx  is given as  
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Where a1, a2, a3,….ap are prediction co-efficients.  
Substituting the value of D(z) from eqn. (1) into eqn. (4), we get 
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For a 1st order prediction filter, putting k = 1 and solving eqn. (5), we get  

 1-n1
2

n11-n1n xaxaxa x̂          ….(6) 

 For  = 0, 1-n1n xax̂   is the 1st order prediction for LPC. 
For a 2nd order filter, putting k = 2 solving eqn. (5), we get 
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 In similar fashion, we can determine higher order of filters.  
The output sequence of the all pole model satisfies the difference equation  
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Where G is prediction gain and Vin is the input sequence.  
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Prediction error filter is given by  
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So, gain term of the filter 

 G = A(-) = k
p
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III. AUTO-CORRELATION AND POWER SPECTRAL DENSITY 
The auto-correlation function is defined as  
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 Where x is the signal.  
From eqn. (11), we get the relation between correlation function r(k) for WLPC and the correlation function (k) for LPC. 
For example,  
r(1) =  
 = (1) - (0) - 2(1)        ….(12) 
r(2) = (2)(1 - 42 + 34) - 2(1) ( - 3) - 2(0)    ….(13) 
r(3) = (3)(1 - 92 + 154) - (2)(3 - 93 + 65) + (1)(32 - 34) - 3(0) ….(14) 
and other (not shown) 
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 The normalized prediction error is given by the relation  
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The power spectral density is determined by Z-transform of auto-correlation function.  
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In terms of frequency  
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The normalized cress sectional area of vocal tract is given as  
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Where N' = 1, 2, ……7 are number of cross section.  
 AN' is cross section 

 '
'NK is reflection co-efficient for WLPC 

IV. LATTICE ANALYSIS FOR WLPC 
 The two recursive equations for lattice analysis are given as  
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 Where fm(n) and bm(n) are forward and backward prediction error of the mth stage lattice filter at time n respectively.  

 Autocorrelation and cross-correlation functions for the mth stage can be defined as  
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 Substituting eqn. (19) and (20) into (21), (22), (23) and (24), we have two recursive equations as  
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Optimal parcor – coefficients are given by 

  
)0(
)1('k

m

m
1m 


          ....(27) 

 
 Hardware realization of lattice filter is given in fig. (1). The block diagram of speech signal transmitter and receiver are shown in 
fig. (2) and fig. (3) respectively. 
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V. NUMERICAL RESULTS AND DISCUSSION 
 Numerical calculation of correlation functions r(1), r(2), r(3), r(4), r(5), r(6), r(7) and r(8) have been performed for  = 0, 0.1 and 
0.2 for 100 samples from eqn. (11). Results are shown in fig. (4). From the figure, we infer that correlation function decreases 
sharply for prediction order k = 2, almost constant for 3  k  2 and for k > 3, it again decreases slowly. Correlation function 
decreases with increase of  for any prediction order. 

Prediction co – efficient a0, a1, a2, a3, a4, a5, a6 and reflection co – efficient 1'k , 2'k , 3'k , 4'k , 5'k  and 6'k  are compared using 

Levinson algorithm with the help of MATLAB for  = 0,  = 0.1,  = 0.2,  = 0.3 and  = 0.4. The results so obtained, are depicted 
in fig. (5). 
 Normalized prediction error is computed using eqn. (16) for prediction order k = 1, 2, 3, 4, 5 and 6 for  = 0, 0.1 and 0.2. The 
results are shown in fig. (6). From the figure, we conclude that prediction error (e) decreases with the increase of prediction, order 
(k). As  increases, the prediction error also increases for any prediction order. The prediction error for  = 0.1 and 0.2, decreases 
sharply from order k = 1 to 2, and then it decreases very slowly between k = 2 to 6, whereas the curve for  = 0 indicate much faster 
decrease as compared to others.  
Normalized cross sectional area of vocal tract is numerically computed using eqn. (18) with the help of reflection co-efficient. A7 is 
calculated by taking the average area of lips for the pronunciation of letter 'a' by different speakers. A graph is plotted to show the 
variation of normalized cross sectional area with distance from glottis in different sections for  = 0, 0.1 and 0.2. The results have 
been compared with the results of author [15]. Our results are indicated in fig. (7). The curve for  = 0.1 gives the results close to 
author [15]. Here, total length of vocal tract l = 15 cm, the sampling period T = 2 where  is the one way propagation time in a 

single section. If there are N sections  = 
cN
1

 where c is the velocity of wave in the tube.  

Here, c = 21,000 cm/sec  
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 This implies that there will be about 
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N

 resonances per 700 Hz of frequency for a vocal tract of total length 15 cm. If 
T
1
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Hz, N = 7, Thus, number of sections are 7.  
 Power spectral density, S() for digital angular frequency CD for  =0.5, 0.6 and 0.7 is computed using MATLAB and shown in 
fig.(8). 
 Prediction gain of the filter has been calculated using eqn. (10) for  = 0.6,  = 0.7 and   = 0.8 for prediction order 1, 2, 3, 4, 5 and 
6. The results are produced in fig. (9). The prediction gain first increases for k from 2 to 3, then decreases for k from 3 to 4 and 
finally increases for higher values of k. With the increase of adaptive parameter A, prediction gain increases at any prediction order. 
The dotted line indicate the experimental values of predictive gain due to P. Noll [16].  

VI. CONCLUSION 
 The auto correlation functions are found to be different for different speakers. Thus, auto-correlation function at a particular 
prediction order has different values for different speakers.  
 The warped linear prediction coding covers the range of values of auto correlation functions with the help of adoptive parameters. 
Values of auto-correlation can be adjusted for a particular speaker at fixed prediction order. The prediction gain of filter also 
indicates variation at a particular prediction order due to different speakers. The variation of prediction gain at certain prediction 
order can be achieved by adjusting the adaptive parameter. In this way the transmission of speech signals by different speakers is 
possible with the help of WLPC. The warped frequency which can be obtained by the adjustable adaptive parameter can be 
employed in the transmission of signal for a particular speaker. The technique of frequency warping can be employed in speaker 
verification and speech recognition. Warped linear predictive coding is suitable for both the high sampling rate low sampling rate. 
At low sampling rate typically at 80 KHz/sec, conventional LPC and WLPC, produce approximately the similar results but the 
difference between LPC and WLPC results are significant at high sampling rate. All types of speech sound i.e. voiced and unvoiced 
speech requires sampling rate greater than 20 KHz/sec, to exactly represent the signals. Thus, WLPC is suitable for transmission of 
both the voiced and unvoiced speech signals.  
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A. Captions To Figures 
1) Hardware realization of lattice filter;  
2) Block diagram of WLPC transmitter.  
3) Block diagram of WLPC receiver.  
4) Variation of correlations with prediction order for  = 0, 0.1, 0.2.  
5) Values of prediction co-efficients and reflection co-efficients for  = 0, 0.1, 0.2, 0.3, and 0.4.  
6) Variation of prediction error with prediction order for  = 0, 0.1, 0.2.  
7) Normalized cross-section area versus distance from glottis for  = 0, 0.1, 0.2.  
8) Change of power spectral density with digital angular frequency for = 0.5, 0.6, 0.7  
9) Prediction gain versus prediction order for  = 0.6, 0.7, 0.8.  
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Fig. 1: Hardware realization of lattice filter 

 
Fig. 2: Block diagram of WLPC transmitter 

 
Fig. 3: Block diagram of WLPC receiver. 
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Fig. 4: Variation of correlations with prediction order for  = 0, 0.1, 0.2. 

 
Fig. 5: Values of prediction co-efficients and reflection co-efficients for  = 0, 0.1, 0.2, 0.3, and 0.4. 
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Fig. 6: Variation of prediction error with prediction order for  = 0, 0.1, 0.2. 

 
Fig. 7: Normalized cross-section area versus distance from glottis for    = 0, 0.1, 0.2. 
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Fig. 8: Change of power spectral density with digital angular frequency for  = 0.5, 0.6, 0.7 

 
Fig. 9 :  Prediction gain versus prediction order for  = 0.6, 0.7, 0.8. 



 


