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Abstract: The computer has even become the man’s beating heart (pacemaker), is busy diagnosing diseases by sailing like a boat 
in the river of blood flowing through the arteries, it has no substitute in simplifying complex surgeries. Why only surgery, 
computer has always been ahead in providing simple solutions to any complex problems of human beings. To work with the 
computer, it is necessary to understand and speak in the language of computers; otherwise, the computer remains inactive. 
Electricity is used to activate it. Based on electric current and electrical barrier, the binary language of the computer is formed, 
which is given the value of 1 and 0 respectively of natural language i.e. human language. Hence, 0 and 1 are those links that 
connect man to the computer. 
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I. INTRODUCTION 
The present form of the age of science and technology is being reflected as the age of computers. Computers have entered into every 
sphere of life. Hence, no one can ignore its existence. Even the computer had not completed its journey from calculation to 
computation overnight. Many generations of the computer have worked tirelessly day and night to achieve this feat. Computing 
from the infancy counts of the enumerator, it has acquired the capability of performing teraflop computations as the ultimate 
computer today. The computer that touched the zenith of the ultimate has also presented its smallest version in the form of a 
computer. Expanding the scope of the work of computations, computers today have entered almost all fields of work and have 
started to perform all kinds of tasks. 
The man-made computer has shown that by literally following the orders of man, the man himself can be beaten at his own game. 
The computer moved the chess pieces very carefully and had given Kasparov a loud blow slowly. Yet the computer has not become 
a human and remains a mere robot.  
The computer has even become the man’s beating heart (pacemaker), is busy diagnosing diseases by sailing like a boat in the river 
of blood flowing through the arteries, it has no substitute in simplifying complex surgeries. Why only surgery, computer has always 
been ahead in providing simple solutions to any complex problems of human beings. 
To work with the computer, it is necessary to understand and speak in the language of computers; otherwise, the computer remains 
inactive. Electricity is used to activate it. Based on electric current and electrical barrier, the binary language of the computer is 
formed, which is given the value of 1 and 0 respectively of natural language i.e. human language. Hence, 0 and 1 are those links that 
connect man to the computer. 
Special efforts have to be made to put the entire natural (human) language in the binary language of 0 and 1, and these efforts also 
assume the form of a specific technical language. In the computer world, it is called a low-level language and a high-level language. 
It includes system languages and application languages. System languages help in creating a working environment for the computer 
while application languages help in performing the required tasks. 
Since the development of the computer took place primarily through English, therefore most of the languages have originated from 
English and have remained friendly towards English. But along with the development and propagation of computers, efforts have 
been made to connect other languages of the world with computers. 
Efforts have been made to develop the computational form of the official language of Odia at the governmental and non-
governmental levels. But so far all efforts in the field of keying have been limited to making Odia fonts available. No attempt has 
been made to develop Odia as a system language as an application language. 
A notable area of effort made in Odia is translation. Although the nature of English and Odia are completely different, yet 
significant efforts have been made to get Odia translations of English text done by computer, making special efforts in the field of 
tags (Tree Adjoining Grammar). In this sequence, descriptive dictionaries have also been prepared. Computer-stored dictionaries 
have contributed significantly to the realization of the Baf movement. Computational language, its grammar, and its vocabulary, that 
is, its overall form, demands its linguistic analysis, so that it can be better understood, defined and its future development can be 
done. 
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The speech of this pioneering computer is expressed in the form of its own technical language. The fact is that in the form of this 
technical language, the computer has given a new dimension to the language, due to which the technical form of the language has 
developed. This form is continuously evolving and flourishing and is gradually establishing its independent existence as a 
computational language. 
Language plays an important role in using a computer. It is through language that communication with the computer can be 
established and all kinds of tasks can be performed. Since the nature of the computer is technical, therefore the language of 
communication with the computer also takes a technical form. This technical form of language gives a new ground to the language. 
This leads to the development of language. 
This technical form of the language has not yet been assessed. The development of this technical community of language needs to 
be studied from the point of view of linguistics. This will help in understanding the technical nature of the language and a proper 
assessment of all its aspects can be done. Under “Computers: Language and Linguistics”, an attempt has been made to study, 
analyze and evaluate linguistics. 
The linguistic study, analysis, and assessment of the ever-evolving computational language in this computer age are favored by the 
present research book, when it is optimal; this treatise is divided into nine chapters and its various sub-sections. The chapters are 
presented sequentially. 
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