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Abstract: The Montgomery modular multiplication is mostly used in the field public-key cryptosystems. This work presents how 
to relax the data dependency in conventional word-based algorithms to increase the possibility of reusing the current words of 
variables. With the greatly relaxed data dependency, i proposed a novel scheduling scheme to alleviate the number of memory 
access in the developed scalable micro architecture. Analytical results show that the memory bandwidth requirement of the 
proposed scalable architecture is almost 1=ðw _ 1Þ times that of conventional scalable architectures. The proposed one also 
retains a latency of exactly 1 cycle between the operations of the same words in 2 consecutive iterations of the Montgomery 
modular multiplication algorithm when employing enough processing elements. To Compared to the design with previous work, 
experimental results shows that the proposed one achieves an 55 percent reduction in power consumption with no degradation in 
throughput. The number of reduced memory access not only leads to lower power consumption, it also facilitates the design of 
scalable architectures for any precision of operands.  
Index Terms: Cryptosystems, low-power design, Montgomery modular multiplication, scalable architecture, VLSI 

I. INTRODUCTION 
The Montgomery multiplication [1] is complex than other cryptographic algorithms such as RSA, Digital Signature Algorithm 
(DSA), Elliptic Curve DSA and other emerging cryptographic algorithms, such as pairing-based systems. Despite improvements in 
the clock frequency and the level of parallelism of conventional microprocessors, software-based implementations of Montgomery 
multiplication remain insufficient, both in terms of performance and energy efficiency. These computations have long carry chains 
and their implementations are fundamentally different from systems that use composite fields with small characteristic (e.g. 
GF(2167)). Existing FPGA Montgomery multiplier implementations for large integer systems have one major weakness: they all 
use algorithms with O(N2) complexity i.e. the area and/or runtime increases quadratically with the bit-width of the computation. In 
this paper, i improve the implementation of new Montgomery multiplication of lengthy integers at the algorithmic level in order to 
lower complexity and high throughput. We have developed a parameterized Karatsuba multiplier using a combination of multiple-
precision and coarse-grained carry-save addition techniques. This method has complexity O(N(log 3= log 2)). The major 
contributions of this work are: _ An FPGA-optimized design for irregular, recursive Karatsuba multiplication that is parameterizable 
to different bit-widths and a batch-pipelined Montgomery multiplier based on the Karastuba multiplier. I compare the performance 
and energy efficiency of the proposed Montgomery multiplier with existing software and hardware implementations.  

II. BACKGROUND 
In Many public-key cryptosystems [1]–[3], modular multiplication (MM) with large integers is the most critical and time-
consuming operation.  There are many algorithms and hardware implementation have been presented to carry out the  MM more 
quickly, and Montgomery’s algorithm is one of the most well-known MM algorithms. Montgomery’s algorithm [4] determines the 
quotient only depending on the least significant digit of operands and replaces the complicated division in conventional MM with a 
series of shifting modular additions to produce S = A × B × R−1 (mod N), where N is the k-bit modulus, R−1 is the inverse of R 
modulo N, and R = 2k mod N. Based on the representation of input and output operands, these approaches can be roughly divided 
into semi-carry-save (SCS) strategy and full carry-save (FCS) strategy. In the SCS strategy [5]–[8], the input and output operands 
(i.e., A, B, N, and S) of the Montgomery MM are represented in binary, but intermediate results of shifting modular additions are 
kept in the carry-save format to avoid the carry propagation. However, the format conversion from the carry-save format of the final 
modular product into its binary representation is needed at the end of each MM. This conversion can be accomplished by an extra 
carry propagation adder (CPA) [5] or reusing the carry-save adder (CSA) architecture [8] iteratively. Contrary to the SCS strategy, 
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the FCS strategy [9], maintains the input and output operands A, B, and S in the carry-save format, denoted as (AS, AC), (BS, BC), 
and (SS, SC), respectively, to avoid the format conversion, leading to fewer clock cycles for completing a MM.  

III. PREVIOUSLY PROPOSED ARCHITUCTURE 
A.  Montgomery Modular Multiplier  
In the  proposed  new SCS-based Montgomery MM algorithm is to reduce the critical path delay of Montgomery multiplier. Then 
addition, the disadvantage of more clock cycles for completing one multiplication is improved while maintaining the advantages of 
less critical path delay and low hardware complexity [2].  
Critical Path Delay Reduction The critical path delay of SCS-based multiplier is reduced by combining the advantages of FCS-MM-
2 and SCS-MM-2. In this pre compute D = B + N and reuse the one-level CSA architecture to perform B+N and the format 
conversion. Fig.1 shows the modified SCS-based Montgomery multiplication (MSCS-MM) algorithm and possible hardware 
architecture . 

 
Fig.1. Diagram of Montgomery Modular Multiplier 

The Zero_D circuit is used to detect whether SC is equal to zero, which can be accomplished using one NOR operation. The Q_L 
circuit decides the qi value. The carry propagation addition operations of B + N and the format conversion are performed by the one-
level CSA architecture of the MSCS-MM multiplier through repeatedly executing the carry-save addition (SS, SC) = SS + SC + 0 
until SC = 0.In addition, I also pre compute Ai and qi in iteration i−1 (this will be explained more clearly in Section III-C) so that 
they can be used to immediately select the desired input operand from 0, N, B, and D through the multiplexer M3 in iteration I [5] 
Therefore, the critical path delay of the MSCS-MM multiplier can be reduced into TMUX4 + TFA, many extra clock cycles are 
required to perform B + N and the format conversion via the one-level CSA architecture because they must be performed once in 
every MM. Furthermore, the extra clock cycles for performing B+N and the format conversion through repeatedly executing the 
carry-save addition (SS, SC) = SS+SC+0 are dependent on the longest carry propagation chain in SS + SC. That is, 3k clock cycles in 
the worst case are required for completing one MM. Thus, it is critical to reduce the required clock cycles of the MSCS-MM 
multiplier [1]. 

B. Algorithm  
Input: T: w k-1 ≤ T < wk, where k is the number of bits.  
R, S: 0 ≤ R, S < T  
Output: O = R * S mod T  
Algorithm:  
O = 0;  
for j = k − 1 downto 0 do  
O = w * O + sj * R;  
Uc = [ O / T ];  
O = O – Uc * T;  
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End for 

IV. PROPOSED MONTGOMERY MODULAR MULTIPLICATION ALGORITHM 

 
Fig. 2. Dependency graph of Algorithm Modified_MM_R for w ¼ 3. 

Fig. 2 illustrates the dependency graph of Algorithm Modified_MM_R for w ¼ 3, where the jth word-based operation of the ith 
iteration is allocated in j th column and the I th row. For clarity, the symbols SM0, SR0, AP0 are replaced by SM, SR, and AP, 
respectively. By taking advantage of that SM generated in the ith iteration is accumulated in the ði þ wÞth iteration, a task can 
perform all of the operations in w 1 iterations instead of only one iteration. For example, since w ¼ 3 in Fig. 4, one PE can execute 
all of the operations in two iterations in an interleaved manner. The two circles indexed with 0 and 1 in the same group, say X, 
denote that the two X tasks for the same words in two consecutive iterations can be accomplished before moving to handle the Y 
tasks for the next words of variables.  

V. RESULTS AND DISCUSSION 
The following figures titled Figure 1, Figure 2, Figure 3, Figure 4 and Figure 5 implies the simulation results of the Classical, 
Montgomery, Bipartite, Tripartite and for the Proposed algorithm. The result analysis had been done for all possible values of four 
bit wide. The same algorithms were also extended for higher level of bits. The output is given in the terminal t. All the above 
algorithms are coded in VLSI Hardware Description Language. The HDL codes are synthesized and simulated in Xilinx 9.1i version 
of ISE simulator. The simulation results are compared with the manually calculated value and the logic of HDL code is verified.  

The comparison table for all the above algorithms are based on the hardware utilized and time delays consumed for synthesis 
and to implement all the above stated algorithms. The hardware computation can be summarized by considering the amount of 
slices, LUTs used, adders/ subtractions and total number of comparators needed. The time make use of can be stated from the CPU 
time usage and time delay. The comparison table is stated in Table 1. Thus the above results show that the proposed algorithm 
produces significant reduction in time delay and in hardware computation.  

VI. CONCLUSION AND FUTURE WORK 
These results clearly depicts that the proposed algorithm produces a significant advantage in hardware and time consumption in 
executing and implementing the algorithm. This drastic reduction in hardware and time delay is due to complete elimination of the 
classical algorithm by normal interleaved multiplication method. On practicing this scenario, the bulk program which is needed to 
execute the heavy division algorithm is completely avoided. The replacement of the division process by repeated subtractions is the 
reason behind the trim down of the hardware. This makes a greater advantage while implementing the cryptosystems while 
considering heavy input operands of larger size.  
The current work is extended to make any modifications further to produce a significant reduction in hardware utilization and time 
delay. This may be achieved by reducing the steps in algorithm which skip a bulk operation in this case a division operation, say. 
The future work focuses on the modular multiplication to produce a speed in the calculation of final value. 
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