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Abstract: Sentiment analysis is a field of research which comes under analytics. Analytics is a subject of data mining to the 
extent that we read raw data by using computational techniques, then we make sense out of this raw data this is called analysis. 
Sentiment analysis is a perpetual concern of studies of text mining location.SA is proportional management of evaluations, 
sentiments and subjectivity of textual content. This research paper confronts an entire evaluation of the ultimate replace in this 
region. Many nowadays proposed algorithms improvements and diverse SA programs are explored & furnished in quick on this 
survey. These phrases are classified constant with their contributions within the various SA techniques. This paper intends to 
read raw data from kaggle.com and compare it against a trained machine to conclude if the phrases are positive, negative or 
neutral. 
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I. INTRODUCTION 
In today’s time of fast growing internet usage people prefer to use internet and social blogging sites and networking sites to 
understand the environment where they are going to survive[1], in such a context how important is the review of a given place, 
person or thing. Thus an introduction to the sentiment of a given review is an imperative thing to be studied as far as the sentiments 
of a given place will be allowed to evaluate the objective study of a given note [2]. Thus the sequence of work will be simple it will 
be based on different work and will try to calculate a useful notation on such a background terms like positive sentiment, negative 
sentiment and net sentiment ratio is calculated and thus the objective is used[3]. 
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Fig 1. A complete flow of sentiment classification 
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This figure is a complete flow of results that are indicating the steps needed to be flowed to come to an outcome commonly called as 
net set sentiment, positive sentiment and negative sentiment and so the results will be preceded with some normal steps. 

II. LITERATURE REVIEW 
We studied the use of ANN or artificial neural networks and Bayesian. We studied the performance of KNN algorithm to find out 
the final result by plotting it and concluding if the data collected is swaying towards once side or is neutral [4]. 
Nancy Lazarus of adweek.Com recommended 5 key stressful situations to analyse sentiments .He said Rob key of social media 
Consultancy conversion, who associated the changes in inventory fee of the hatchway. Group being truely affected by the arrival of 
Anna Hathway in social media even perception the two are not related Two lengthy and incredible surveys were furnished by using 
manner of the usage of Pang and Lee [5] and Liu [6]. 
They targeted at the applications and demanding situations in SA. They stated the strategies employed to clear up each obstacle in 
SA. Cambria and Schuller et al. [7], Feldman [8] and Montoyo and Martínez-Barco [9] have given brief surveys demonstrating the 
cutting-edge-day tendencies in SA. 
Tsytsarau and Palpanas [10] have furnished a survey which said the principle topics of SA in data. For each task remember they 
have demonstrated its definition, issues and progress and classified the articles with the useful resource of tables and graphs. 
The evaluation of the articles supplied on this survey is much like what have end up given with the beneficial resource of [10] 
however with each exceptional angle and terrific classification of the articles. The subscription of this inquiry is sizable for many 
reasons. First, this inquiry offers state-of-the-art categorization of a big amount of latest articles consistent with the strategies used. 
This mindset ought to assist the researchers who're acquainted with clear strategies to use them in the SA concern and pick out the 
proper approach for pleasant software. Second, the diverse strategies of SA are classifies with quick records of the algorithms and 
their originating references. 

III. METHODOLOGY 
We are using the concept of SVM [11] Neural Networks and K-NN (Nearest Neighbours)  
                                                           
 
 
 
 
 
 
 
 
 
 
 

Fig 2. Operational model of machine learning 
 

Learning process in machine learning model is divided into two steps as: 
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In training process, samples in training data are taken as input in which features are learned by learning algorithm or learner and 
build the learning model. In the testing process, learning model uses the execution engine to make the prediction for the test or 
production data. Tagged data is the output of learning model which gives the final prediction or classified data. 
1) Supervised Learning Method: We are using stored sentences in an excel sheet. The sentences are stored in such a way that each 

important phrase in the sentence is extracted and stored separately. We have given these individual phrases some weight we 
have another matrix called the weight matrix which we are using as training sets. 
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NSR= (Positive Sentiments – Negative Sentiments)/Total Sentiments 
We are then using Neural Networks [12] to train our system against these words and phrases to assign sentiment values to our 
system .This way when we read data from kaggle.com we can do sentiment analysis of those phrases using our trained system and 
conclude if the sentiments are positive, negative or neutral. To test our code we used Matlab which has an inbuilt MATLAB tools 
which has protocols defined inside it which can communicate with kaggle.com [6]: 
a) It is important to download database from kaggle.com to process. 
b) We use login id and password to login into the kaggle.com to download the dataset. 
c) This code is then used by matlab to login to kaggle.com. 
Now we can read all the phrases by using various parameters and get phrases relevant to our interest. This part is very important 
because if the data collected is not relevant then the NSR would be useless. For example Matlab in Hindi means meaning but it is 
also software. So if we don’t take this possibility into consideration then the data collected will be useless. 
We finally use the concept of KNN [13] to calculate the overall response of a phrase or data. We plot the NSR values of thousand of 
phrases and plot it on a graph .We decides a threshold and see which way the most number of phrases is leaning towards. 
Sentiment Analysis challenge is taken into consideration a sentiment elegance problem. The first step inside the SC hassle is to 
excerpt and pick out text features. Some of the modern competencies are [17]: 
Terms presence and frequency: These functions are character phrases or word n-grams and their frequency counts. It either gives the 
terms binary weighting (zero if the word seems, or one if otherwise) or makes use of term frequency weights to suggest the relative 
importance of capabilities [18]. 
Parts of speech (POS): finding adjectives, as they may be essential indicators of reviews. 
Opinion phrases and phrases: those are words commonly used to particular critiques collectively with suitable or horrible, like or 
hate. On the alternative hand, a few terms precise opinions without the use of opinion phrases. For instance: fee me an arm and a leg. 
Negations: the arrival of terrible phrases can also trade the opinion orientation like no longer perfect is equal to bad. 

IV. RESULTS 
Sentiment Classification strategies may be type of divided into device studying approach; lexicon primarily based definitely 
absolutely method and hybrid technique [19]. The Machine Learning Approach (ML) uses the famed ML algorithms and uses 
linguistic abilities. The Lexicon-based totally Approach depends on a sentiment lexicon, an accumulation of recognized and 
precompiled sentiment phrases. It is split into dictionary-based totally method and corpus-based actually technique which use 
statistical or semantic strategies to discover sentiment polarity. The hybrid Approach amalgamates each strategies and may be very 
common with sentiment lexicons playing a key function in the majority of strategies. The textual content class techniques using ML 
method can be form of separated into supervised and unsupervised getting to know strategies. The supervised strategies employ a 
big wide type of categorized training files. The unsupervised techniques are used at the same time as its miles tough to find out 
those categorised training files. 
 
A. Training Data 

TABLE I  
THIS IS A SAMPLE DATA SET 

PhraseId SentenceId Phrase 
1 1 A series of escapades demonstrating the adage that what is good for the goose is also good for the gander 

but none of which amount 
2 1 A series of escapades demonstrating the adage that what is good for the goose 
3 1 A series 
4 1 A 
5 1 Series 
6 1 of escapades demonstrating the adage that what is good for the goose 
7 1 Of 
8 1 escapades demonstrating the adage that what is good for the goose 
9 1 Escapades 
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10 1 demonstrating the adage that what is good for the goose 
11 1 demonstrating the adage  
12 1 Demonstrating 

   
13 1 the  adage 
14 1 The 
15 1 Adage 
16 1 that what is good for the goose 
17 1 That 

 
TABLE II 

WORD WITH WEIGHTS 
Words Weight 

Frankenstein 0 
Zhivago 1 

DoctoerZhivago 1 
Avengers 1 
Superman 1 
Batman 1 

Spiderman 1 
Iron man 1 

Justice League 1 
Scooby 1 

Scooby Doo 1 
Scrappy Doo 1 

Shinchan 1 
Nobita 1 

Shizuka 1 
Lovita 1 

Dragon Ballz 0 
 
B. Validation Data 
Scoobydoo, scrappyDoo, iron man and shinchan is one of my favorite childhood cartoon series. 
No. of positive sentiments: 1+1+1+1+1 
No. of negative sentiments: 0 
No. of Neutral sentiments: 0+0 
Total sentiments: sum of (Positive, neutral, negative) =7 
NSR= (Positive –negative)/Total sentiments=5-0/7=0.7142 
In this phase, we study the trend of analyzer in the use of the numerous algorithms, facts or assignment one of the SA 
responsibilities. The following graphs represent the type of the phrases (which had been provided in Table 1) via years in step with 
their augmentation in plenty of requirements. 
This parent suggests that still SA and SC appeal to researchers extra often. It may be decided that they have nearly identical form of 
contributions amongst years and the maximum vital amount in the ordinary depend. The associated fields ED, TL and BR have 
fascinated researchers extra nowadays as they will be growing fields of include seeking. 

V. PERFORMANCE EVALUATIONS 
Accuracy, Fidelity and recall are method employed for captivating the achievement of opinion mining [61]. Here accuracy is the 
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overall accuracy of assured sentiment models. Recall (Pos) and Precision (Pos) are the ratio and precision ratio for true positive 
reviews. Recall (Neg) and Precision (Neg) are the ratio and precision ratio for true negative reviews. In an ideal scenario [61], all the 
experiential outputs are calculated according to the Table 1 and accuracy, Precision and recall as explained below. 
Accuracy = a+ d / a+b+c+d 
Recall (Pos) = a / a+c, Recall (Neg) = d / b+ d 
Precision (Pos) = a /a +b, Precision (Neg) = d / c+d 

TABLE III 
CONTINGENCY TABLE FOR PERFORMANCE EVALUATIONS 

 True Positive Reviews True Negative Reviews 
Predict Positive A b 
Predict Negative C d 

 
The much awaited results will also include the sentiments of phrases and different other small sensitive verbs adjectives that may 
change the meaning of complete sentences, for carrying on such calculations it is necessary to identify the existing features. 
In this section of report it is always considered that report will include results that are mostly called upon in the sections that will 
help in justifying the results related to the research topic. As the topic progresses the related result part will be allocated to the theme 
of sentiment analysis and thus the complete work will be going around the same. In such cases the most important thing is to 
consider the results in the form of snapshots that are added and makes sense to the originality of the work. 
Since theme is sentiment analysis, the area is very wide as topic wise this thing can be applied to any area, whether be it office 
related social activity, or be it movie related social networking, or it can be political social networking, or social welfare related 
networking, so at times it is always necessary for the related researcher to choose a field in which this sentiment analysis could be 
effectively applied. Thus with the topic clarity it is now part of research in the current scenario to select a field, so for the current 
research work it is always necessary to use movie reviews to be used. As the work is used the reviews are taken from kaggle.com 
website which is a trusted website for competing machine learning algorithms.  
To start with calculations it is necessary to look forward the database which has most number of inputs in calculations and thus 
provides a great level of insight in the data and shows us the way how it is organized, normally it is all accepted without which there 
is some level of inputs from the side of user who wish to give a good level of inputs to any possible calculations so the following 
inputs are necessary for understanding. 

Table IV 
Sentiments of phrases, sub phrases and verbs 

Phrase Sentiment 
A series of escapades demonstrating the adage that what is good for the goose is also good for the 
gander but none of which amount 

1 

A series of escapades demonstrating the adage that what is good for the goose 2 
A series 2 
A 2 
Series 2 
of escapades demonstrating the adage that what is good for the goose 2 
Of 2 
escapades demonstrating the adage that what is good for the goose 2 
Escapades 2 
demonstrating the adage that what is good for the goose 2 
demonstrating the adage 2 
Demonstrating 2 
the adage 2 
The 2 
Adage 2 
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that what is good for the goose 2 
That 2 

 
 

In the following Table I, the database is very important which is used and thus its relevant location is also important from where it is 
taken thus to show the difference it is important to understand the four different fields names are phrase id, sentence id , phrases, 
and sentiment(Table IV). 
A. Phrase id is basic field which only gives numbering or sequencing to the data of reviews collected and thus used for the purpose 

of inputs to machine learning classification. 
B. Sentence id if the following image is seen it becomes clear to us that why the user has been a tremendous use of this id field. 
C. As the results are very good so will be the use of other inputs for the category thus the actual phrase is very good. 
D. Sentiment is important as the sentiment provides the use of the classification part. 

In this way it becomes very clear that how actually the expected number of columns in the data is imperative and thus how it will be 
used. 
Now the next snapshot is about the different types of data which is used and thus typically it is very common in the context of the 
use that gives a clear indication of the purpose of usage and finally provides a very common usage of inputs to the user. 
The accuracy of existing sentiment analysis system based on machine learning techniques calculated is nearly 50 % with some 
techniques accuracy increasing to a maximum of 90% as well. 

 
Fig 3.  Comparison of Different Techniques 

In this fig 3 two different techniques are used altogether and their differences are also shown properly for better understanding, this 
way the communication of sentiment is very much clear and self explanatory to the subjects. Now what is more important is the 
understanding of the following graph which is like use of two techniques, Naive bayes and KNN method. These two techniques are 
very popular and thus reduce the implications of better understanding and eliminating the consequences of reducing the possibility 
of any of the level racing. 
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The two techniques which are used in the current context are popular machine learning methods used for classification of signals. 
There the use of any possible signal in the learning technique will help in analysing the signals without any jurisdiction of signal 
level analysis. 
This accuracy is calculated for Naïve bayes and kNN method, thus predicting sentiment using kNN method is as high as 90%. 

VI. CONCLUSION 
After the learning process starts, the practical understanding of the same thing will be used for the sentiment analysis made on the 
basis of some social network blogging and typical blogging websites the study is made on some review comments which are made 
on the some typical movies and also on typical software platform that will be considered as sentiments as the process continues the 
system will have a good evaluation of results and therefore the results will be definitely good based on the approach of simple 
machine learning algorithms that have typical usage of the same calculation.. The sentiments are mainly based on positive 
sentiments and negative sentiments which are highly proportional and the sentiments are taken from different levels ages and 
context, ethnics, races across the globe. To get the final understanding it is necessary to get the best of the systems. 
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